# 7장 나이브 베이즈 분류 : 스팸 메일 데이터셋

#### 학습 목표

나이브 베이즈Naive Bayes 알고리즘를 파이썬으로 구현하여 스팸 문자를 필터링하는 예측 모델을 만들어봅시다. 그 후 수식으로 나이브 베이즈를 더 깊게 이해해봅시다.

#### 학습 순서

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8bAwAI6gL1r4796gAAAABJRU5ErkJggg==)

#### 나이브 베이즈 소개

나이브 베이즈는 베이즈 정리를 적용한 조건부 확률 기반의 분류 모델입니다. 여기서 조건부 확률은 A가 일어났을 때 B가 일어날 확률을 의미합니다. 예를 들어 ‘무료라는 단어가 들어 있을 때 해당 메일이 스팸일 확률’ 같은 겁니다. 이러한 특징으로 스팸 필터링을 위한 대표적인 모델로 꼽힙니다. 최근에는 딥러닝 같은 대안이 있어서 나이브 베이즈 모델을 쓰고자 하는 상황이 많지는 않습니다만, 그래도 스팸 메일 필터처럼 자연어 처리가 목적일 때는 여전히 나이브 베이즈 모델이 좋은 선택이 될 수 있습니다(딥러닝이 자연어 처리에 더 탁월한 모습을 보여주지만, 딥러닝보다 간단한 방법으로 자연어 처리를 원할 때).

<추가>
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#### 장단점

| **장점** | **단점** |
| --- | --- |
| * 비교적 간단한 알고리즘에 속하며 속도 또한 빠릅니다. * 작은 훈련셋으로도 잘 예측합니다. | * 모든 독립변수가 각각 독립적임을 전제로 하는데 이는 장점이 되기도 하고 단점이 되기도 합니다. 실제로 독립변수들이 모두 독립적이라면 다른 알고리즘보다 우수할 수 있지만, 실제 데이터에서 그런 경우가 많지 않기 때문에 단점이기도 합니다. |

#### 유용한 곳

* 각 독립변수들이 모두 독립적이고 그 중요도가 비슷할 때 유용합니다.
* 자연어 처리(NLP)에서 간단하지만 좋은 성능을 보여줍니다.
* 카테고리 형태의 변수가 많을 때 적합하며, 숫자형 변수가 많은 때는 적합하지 않습니다.

#### TOP 10 선정 이유

* 범용성이 높지는 않지만 (앞서 설명한) 환경이 딱 들어맞는다면 충분히 경쟁력이 있는 알고리즘입니다. 특히나 딥러닝을 제외하고 자연어 처리에 가장 적합한 알고리즘입니다. 일반적인 데이터보다는 특수 상황을 고려해 배워두길 바랍니다.

## 7.1 문제 정의 : 한눈에 보는 분석 목표

<금토끼의 문제 정의> 금토끼는 최근 들어 스팸 문자가 너무 많아와서 업무에 집중하기가 힘들었습니다. 스팸 문자 여부를 판별하는 알고리즘을 만들어 활용하고 싶어졌습니다. 스팸 문자 데이터셋을 찾아서 확인해보니 “머신러닝은 데싸노트의 TOP 10 알고리즘으로 배우세요”처럼 사람이 쓰는 자연어로 되어 있었습니다. 단어가 열거되어 있어서 특정 카테고리로 구분할 수 없으며 더미 변수를 사용할 수도 없는 상황이었습니다. ‘문장에 사용된 단어를 사용 빈도로 구분하면 스팸 여부를 판단할 수 있지 않을까’라는 생각이 들었습니다.

| **난이도** | ⭐⭐☆ | | |
| --- | --- | --- | --- |
| **알고리즘** | 나이브 베이즈(Naive Bayes) | | |
| **데이터셋 파일명** | spam.csv | **종속 변수** | target(스팸 여부) |
| **데이터셋 소개** | 스팸 문자에 대한 데이터로, 독립변수는 text 하나밖에 없습니다. 그러나 이 하나의 변수에 긴 문장 형태의 데이터들이 들어있기 때문에 많은 전처리 작업이 필요합니다. 각 문장에 들어간 단어들을 활용하여 문자가 스팸인지 아닌지를 예측하게 됩니다. | | |
| **문제 유형** | 분류 | **평가지표** | 정확도, 혼동 행렬 |
| **사용한 모델** | MultinomialNB | | |
| **사용 라이브러리** | * numpy (numpy==1.19.5) * pandas (pandas==1.3.5) * seaborn (seaborn==0.11.2) * matplotlib (matplotlib==3.2.2) * sklearn (scikit-learn==1.0.2) * nltk (nltk==3.2.5) | | |
| **예제 코드 노트북** | 위치 : <https://github.com/musthave-ML10/notebooks>  파일 : 07\_Naive Bayes.ipynb | | |

## 7.2 라이브러리 및 데이터 불러오기 & 데이터 확인

우선 4개의 필수 모듈과 spam.csv 파일을 불러오겠습니다.

| import pandas as pd import numpy as np import matplotlib.pyplot as plt import seaborn as sns  file\_url = 'https://media.githubusercontent.com/media/musthave-ML10/data\_source/main/spam.csv' data = pd.read\_csv(file\_url) # 데이터셋 읽기 |
| --- |

head를 사용하여 데이터의 형태를 살펴봅시다.

| data.head() # 상위 5행 출력 |
| --- |

|  | **target** | **text** |
| --- | --- | --- |
| **0** | ham | Go until jurong point, crazy.. Available only ... |
| **1** | ham | Ok lar... Joking wif u oni... |
| **2** | spam | Free entry in 2 a wkly comp to win FA Cup fina... |
| **3** | ham | U dun say so early hor... U c already then say... |
| **4** | ham | Nah I don't think he goes to usf, he lives aro.. |

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//87AwAI7AL2/bfpfgAAAABJRU5ErkJggg==)

첫 번째 컬럼인 target이 목표 변수입니다. 현재까지는 spam과 ham 두 가지네요. 혹시 다른 값도 있는지 unique() 함수로 확실하게 확인하고 가겠습니다.

| data['target'].unique() # 목표 변수의 고윳값 확인 |
| --- |

array(['ham', 'spam'], dtype=object)

예상대로 ham과 spam뿐입니다. 여기서 spam은 스팸 문자를 뜻하고, ham은 스팸이 아닌 문자입니다(스팸과 햄으로 부르겠습니다).

text 컬럼을 살펴보면 말씀드린 것처럼 자연어 형태입니다.

## 7.3 전처리 : 특수 기호 제거하기

한 가지 처리할 게 있습니다. 바로 쉼표, 마침표 등과 같은 특수 기호들입니다. 자연어를 다룰 때 데이터의 기준은 단어입니다. 단어를 처리할 때 특수 기호는 노이즈가 되므로 제거해야 합니다. 우선은 제거할 특수 기호를 목록으로 마련해야 합니다.

특수 기호 목록은 파이썬에 내장된 string에서 얻을 수 있습니다.

| import string # 임포트 |
| --- |

string에 내재된 punctuation를 실행하면 특수 기호 목록을 확인할 수 있습니다.

| string.punctuation # 특수 기호 목록 출력 |
| --- |

!"#$%&'()\*+,-./:;<=>?@[\]^\_`{|}~

이제부터 ❶ 문자열에서 문자를 하나씩 꺼내 특수 기호인지 판단한 뒤, 특수 기호가 아닌 문자들만으로 리스트에 저장합니다. ❷ 각 문자를 문장으로 합칩니다. ❸ 이 문자열이 문장별로 행에 저장되게 변환해봅시다.
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먼저 문자열 하나하나를 가져와서 특수문자를 없애는 작업을 해보겠습니다. 우선 문자열을 하나 가져오겠습니다.

| sample\_string = data['text'].loc[0] # 문자열 선택 sample\_string |
| --- |

'Go until jurong point, crazy.. Available only in bugis n great world la e buffet... Cine there got amore wat...'

이 문자열의 문자를 하나하나 불러와 출력해보겠습니다.

| for i in sample\_string: # 문자열의 문자를 하나씩 출력  print(i) |
| --- |
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... 생략 ...

그럼 한 줄에 한 문자가 출력되는데 너무 길어서 아랫부분을 생략했습니다. 이제 이렇게 불러온 문자에 특수 기호가 보이네요.

특수 기호에 속하는지 아닌지 판단하는 코드를 추가해봅시다.

| for i in sample\_string: # 문자열의 문자를 하나씩 출력  if i not in string.punctuation: # ❶ 특수 기호가 아니면  print(i) |
| --- |
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기대한 바대로 쉼표나 마침표 같은 특수 기호가 안 보입니다. ❶ string.punctuation에 있는 문자이면 특수 기호라는 뜻입니다. 특수 기호가 아닌 문자만 필요하므로 not in을 사용했습니다(반대로 특수 기호인지 판단하려면 in만 써주세요).

<글상자/>

**in 살펴보기**

문자열에 속하는지 아닌지 알아보는 쉬운 코드를 제시해봅니다.

| 'a' in 'apple' # 문자열에 ‘a’가 있는지 확인 |
| --- |

True

| 'b' in 'apple' # 문자열에 ‘b’가 있는지 확인 |
| --- |

False

‘apple’이라는 문자열 안에 ‘a’가 있으므로 True, ‘b’가 없으므로 False가 됩니다. if절은 주어진 조건에서 True인 것들에만 작동하게 됩니다.

</>

이렇게 특수 기호를 제외한 문자들을 리스트 형태로 모아주겠습니다.

| new\_string =[] # ❶ 빈 리스트 생성 for i in sample\_string: # 문자열 순회  if i not in string.punctuation: # 특수 기호가 아니면  new\_string.append(i) # ❷ 리스트에 문자 추가 |
| --- |

❶ 빈 리스트(new\_string)를 하나 만들어 ❷ append() 함수를 사용하여 특수 기호가 아닌 문자를 하나씩 추가합니다.

new\_string을 출력하면 리스트 형태로 문자를 확인할 수 있습니다.

| new\_string |
| --- |

['G',

'o',

' ',

'u',

'n',

't',

'i',

'l',

... 생략 ...

문장을 분석해야 하므로 리스트 안의 문자들을 문자열로 만들어야 합니다. join() 함수를 쓰면 리스트 안의 값들을 하나로 합칠 수 있습니다.

<함수 소개/>

| **함수** | **설명** |
| --- | --- |
| join() | 리스트 안에 있는 문자들을 합쳐서 문자열로 만듭니다.  sample = ['a','p','p','l','e'] # ❶  '\_'.join(sample) # ❷  'a\_p\_p\_l\_e'  ❶ sample 리스트에 문자 5개가 있습니다. ❷ join() 함수 앞에 ‘\_’를 붙였습니다. 각 문자 사이에 \_를 넣으라는 뜻입니다. 아무것도 지정하지 않아도 됩니다. |

</>

문장 형태로 만들어봅시다.

| new\_string =[] # 빈 리스트 생성 for i in sample\_string: # 문자열 순회  if i not in string.punctuation: # 특수 기호가 아니면  new\_string.append(i) # 리스트에 문자 추가 new\_string = ''.join(new\_string) # ❶ 리스트를 문자열 형태로 변환 |
| --- |

❶ join() 코드는 for문이 모두 끝난 뒤에 실행되어야 하니 들여쓰지 않도록 주의하시기 바랍니다.

그럼 이 코드를 별도의 함수로 만들겠습니다.

| def remove\_punc(x): # ❶ 함수 정의  new\_string =[] # 빈 리스트  for i in x: # 순회  if i not in string.punctuation: # 특수 기호가 아니면  new\_string.append(i) # 리스트에 문자 추가  new\_string = ''.join(new\_string) # 리스트를 문자열 형태로 변환   return new\_string # ❷ 반환 |
| --- |

❶ def를 사용하여 remove\_punc() 함수를 지정했습니다. ❷ 최종적으로 합쳐진 new\_string값을 반환합니다.

함수가 잘 작동하는지 sample\_string으로 테스트하겠습니다.

| remove\_punc(sample\_string) # 특수 기호 삭제 함수 호출 |
| --- |

'Go until jurong point crazy Available only in bugis n great world la e buffet Cine there got amore wat'

우리가 기대한 결과를 확인할 수 있습니다. 그러면 데이터(data)에 적용할 차례입니다. 과연 제대로 동작할지 궁금하군요.

| remove\_punc(data['text']) # 특수 기호 삭제 함수 호출 |
| --- |

'Go until jurong point, crazy.. Available only in bugis n great world la e buffet... Cine there got amore wat...Ok lar... Joking wif u oni...Free entry in 2 a wkly comp to win FA Cup final tkts 21st May 2005. Text FA to 87121 to receive entry question(std txt rate)T&C\'s apply 08452810075over18\'sU dun say so early hor... U c already then say...Nah I don\'t think he goes to usf, he lives around here thoughFreeMsg Hey there darling it\'s been 3 week\'s now and no word back! I\'d like some fun you up for it still? Tb ok! XxX std chgs to send, £1.50 to rcvEven my brother is not like to speak with me. They treat me like aids patent.As per your ... 생략 ...

결과물에서 뭔가 이상한 점이 느껴지시나요? 행마다 한 개 문자열이 보이길 기대했으나 한 행에 모든 문자가 합쳐진 형태입니다. 이대로 data['text']를 업데이트해주면 큰일 납니다. 언제 어떤 문제가 발생할지 모르니 데이터를 다룰 때는 반드시 하나하나 확인해주세요.

이런 상황이 발생한 이유는 remove\_punc() 함수가 한 줄의 문자열에만 작동하도록 설계되었기 때문입니다. 따라서 시리즈의 한 줄 한 줄 따로 적용되게 하는 코드가 구현해 해결하면 됩니다. apply() 함수를 사용하면 데이터프레임의 한 줄 한 줄을 따로 함수에 적용시킬 수 있습니다.

<함수/>

| **함수** | **설명** |
| --- | --- |
| apply() | 함수가 데이터의 한 행마다 별도로 적용되어야 할 때 사용하면 각 행마다 함수를 적용할 수 있습니다.  data = pd.Series([[1,2], [3,4,5]]) # ❶  def check\_len(x):  return len(x)  data.apply(check\_len) # ❷  0 2  1 3  dtype: int64  ❶ data의 각 행에 각각 숫자 두 개 [1,2]와 세 개 [3,4,5]를 가진 리스트[[1,2],[3,4,5]]가 들어있습니다. ❷ data 뒤에 apply()를 붙이고 사용하려는 함수의 이름을 넣습니다. |

</>

apply() 함수를 사용해 데이터프레임 전체가 아닌 text 변수에, 즉 판다스 시리즈 형태에 적용해보겠습니다.

| data['text'].apply(remove\_punc) # 함수에 한 행씩 적용되도록 실행 |
| --- |

0 Go until jurong point crazy Available only in ...

1 Ok lar Joking wif u oni

2 Free entry in 2 a wkly comp to win FA Cup fina...

3 U dun say so early hor U c already then say

4 Nah I dont think he goes to usf he lives aroun...

...

5569 This is the 2nd time we have tried 2 contact u...

5570 Will ü b going to esplanade fr home

5571 Pity was in mood for that Soany other suggest...

5572 The guy did some bitching but I acted like id ...

5573 Rofl Its true to its name

Name: text, Length: 5574, dtype: object

우리가 기대한 대로 출력됐습니다. 결과를 data['text']에 업데이트해주겠습니다.

| data['text'] = data['text'].apply(remove\_punc) # 데이터셋 업데이트 |
| --- |

## 7.4 전처리 : 불용어 제거하기

특수 기호를 모두 처리했으니 이번에는 불용어stopword를 제거하겠습니다. 불용어는 자연어 분석에 큰 도움이 안 되는 단어를 의미합니다. 이러한 단어를 제거해주면 데이터를 조금이나마 더 가볍게 만들 수 있습니다. 자연어 처리에서는 각 단어가 하나의 독립변수처럼 작용하기 때문에, 지금은 컬럼이 2개뿐인데도 분석 과정에서 데이터를 방대하게 펼치게 됩니다. 그래서 불용어를 제거해 조금이라도 부담을 더는 겁니다.

그러한 이유로 불용어를 제거해보겠습니다. ❶ 판다스 시리즈에 저장된 문자열 하나를 단어 단위로 리스트로 변환하고 ➝ ❷ 불용어가 아니면 소문자로 저장한 뒤 ➝ ❸ 문자를 문자열로 합칩니다. ➝ ➍ 이 과정을 반복하며 모든 문자열에 적용합니다.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8HAwAI7gL35vfCoAAAAABJRU5ErkJggg==)

분석의 목적에 따라 불용어가 달라질 수 있습니다. 예를 들어 지금처럼 스팸 문자를 예측할 때와, 상품 리뷰의 긍정/부정을 예측할 때 의미있는 단어의 성격이 다를 수 있습니다. 불용어를 목적에 맞게 작성해도 되지만, 여기에서는 nltk 라이브러리에서 제공되는 불용어 목록을 사용합니다. 우선 nltk를 통해 ‘stopwords’를 다운로드합니다.

| import nltk # 임포트 nltk.download('stopwords') # 불용어 목록 가져오기 |
| --- |

[nltk\_data] Downloading package stopwords to /root/nltk\_data...

[nltk\_data] Unzipping corpora/stopwords.zip.

True

이제 stopwords를 임포트하겠습니다.

| from nltk.corpus import stopwords # 불용어 목록 임포트 |
| --- |

stopwords에서 제공되는 리스트를 확인해봅시다.

| stopwords.words('english') # 영어 불용어 선택 |
| --- |

['i',

'me',

'my',

'myself',

'we',

'our',

'ours',

'ourselves',

'you',

"you're",

"you've",

"you'll",

"you'd",

'your',

'yours',

'yourself',

'yourselves',

... 생략 ...

<글상자/>

**stopwords.words('english')에서** **'english'**

‘english’는 영문 불용어를 지정하는 속성입니다. 한국어 불용어를 지정하려면 ‘korea’를 넣으면 될 것 같지만 안 됩니다. NLTK 라이브러리는 한국에 불용어가 제공되지 않습니다. 한국어 텍스트를 다룰려면 불용어를 별도로 리스트 형태로 만들어서 지정하시거나, 구글에서 검색하여 몇 가지 준비된 한국어 불용어를 활용하면 됩니다. 또한 한국어의 경우 영어와는 달리 단어에 조사가 붙기 때문에 특정 단어를 포착하기 위해 이러한 부분도 처리해야 하는데, 이 책에서는 NLP가 주목적이 아니므로 해당 내용까지는 다루지 않습니다. 한국어 불용어는 [www.ranks.nl](about:blank) 등에서 받을 수 있습니다.

* 한국어 불용어 : https://www.ranks.nl/stopwords/korean

현재 24개 언어의 불용어를 제공합니다.

from nltk.corpus import stopwords

print(stopwords.fileids())

['arabic',

'azerbaijani',

'bengali',

'danish',

'dutch',

'english',

'finnish',

'french',

'german',

'greek',

'hungarian',

'indonesian',

'italian',

'kazakh',

'nepali',

'norwegian',

'portuguese',

'romanian',

'russian',

'slovene',

'spanish',

'swedish',

'tajik',

'turkish']

</>

리스트 형태로 제공되며, 분석에 큰 영향이 없을 것 같은 단어(i, you, he, she 등)가 들어 있습니다. 불용어를 제거하는 함수를 만들겠습니다.

우선 for문을 통해서 문장의 단어를 하나하나씩 불러와야 합니다. 특수 기호는 문자 하나하나를 불러와서 확인했던 반면, 이번에는 단어 하나하나를 불러와야 합니다. 그러나 문장을 그대로 for문에 적용하면 아까처럼 문자 하나씩 불러오므로 문장을 단어 단위로 쪼개는 작업이 필요합니다. split() 함수를 사용해 쪼갤 수 있습니다.

<함수/>

| **함수** | **설명** |
| --- | --- |
| split() | 기본적으로 띄어쓰기 기반으로 단어를 분리합니다. 만약 띄어쓰기가 아니라 특정 문자 기준으로 분리하고 싶다면 괄호 안에 해당 문자를 입력하면 됩니다. 알파벳, 특수 기호 등 어떤 것도 가능합니다. 예시를 위하여 임의의 스트링을 하나 만들겠습니다.   | sample\_string2 = 'This is not - SPAM' | | --- |   이 문장을 ‘-’ 문자를 기준으로 나눠보겠습니다.   | sample\_string2.split('-') # 특정 문자를 기준으로 문자열 분할 | | --- |   ['This is not ', ' SPAM'] |

</>

| sample\_string = data['text'].loc[0]  sample\_string.split() # 단어 단위로 문장 분할 |
| --- |

['Go',

'until',

'jurong',

'point',

'crazy',

'Available',

'only',

'in',

'bugis',

'n',

'great',

'world',

'la',

'e',

'buffet',

'Cine',

'there',

'got',

'amore',

'wat']

단어 단위 리스트로 변경되었습니다.

각 단어가 불용어에 속하는지 아닌지 판독하는 코드를 구현하겠습니다.

| for i in sample\_string.split(): # 순회  if i not in stopwords.words('english'): # 불용어가 아니면  print(i) # 출력 |
| --- |

Go

jurong

point

crazy

Available

bugis

n

great

world

la

e

buffet

Cine

got

amore

wat

여기서 하나 손봐주어야 할 부분이 있는데요, 보면 Go나 Cine 같은 단어는 첫 글자가 대문자입니다. 파이썬은 대소문자를 구분합니다. stopwords에 들어 있는 단어들은 모두 소문자로 되어 있습니다. 정확하게 하려면 확인할 단어가 모두 소문자이어야 합니다. 따라서 string의 대소문자 변환에 관련된 코드를 살펴보겠습니다.

<함수/>

| **함수** | **설명** |
| --- | --- |
| lower() | 소문자로 바꿉니다.  sample\_word = 'nAive\_Bayes'  print(sample\_word.lower())  naive\_bayes |
| upper() | 대문자로 바꿉니다.  print(sample\_word.upper())  NAIVE\_BAYES |
| capitalize() | 단어의 첫 문자만 대문자로, 나머지는 소문자로 바꿉니다.  print(sample\_word.capitalize())  Naive\_bayes |

</>

lower() 함수를 사용해 모두 소문자로 바꿉니다.

| for i in sample\_string.split(): # 순회  if i.lower() not in stopwords.words('english'): # ❶ 불용어가 아니면 소문자로 변환   print(i.lower()) # 소문자로 출력 |
| --- |

go

jurong

point

crazy

available

bugis

n

great

world

la

e

buffet

cine

got

amore

wat

❶ 단어를 받아주는 역할을 i가 하고 있기 때문에 i에 lower를 적용했습니다.

각 단어를 문장으로 다시 합칩니다.

| new\_string=[] # ❶ 빈 리스트 생성 for i in sample\_string.split(): # 순회  if i.lower() not in stopwords.words('english'): # 소문자로 변환한 단어가 불용어가 아니면  new\_string.append(i.lower()) # ❷ 문자 단위로 추가  new\_string = ' '.join(new\_string) # ❸ 공백 단위로 묶기   new\_string |
| --- |

'go jurong point crazy available bugis n great world la e buffet cine got amore wat'

❶ 빈 문자열을 만들어 ❷ 문자 단위로 추가해 ❸ 공백을 기준으로 단어를 합쳐줍니다.

join() 앞 따옴표 사이에 공란을 빼먹지 마세요! 우리가 특수 기호를 제거할 때는 이곳에 빈칸이 없었는데, 이때는 문자 하나씩을 모아서 문장처럼 이어붙였기 때문입니다. 반면 지금은 단어 단위로 모아졌기 때문에 단어 사이의 빈칸을 만들어주어야 합니다. 그래야 제대로 된 문장 형태로 변경됩니다.

샘플 문장에서 stopwords를 제거하는 코드를 작성해보았습니다. text 컬럼 전체에 적용해야 하므로 별도의 함수로 만들고, apply()를 각 데이터 라인에 적용시키겠습니다.

| def stop\_words(x):  new\_string=[] # 새 리스트 생성  for i in x.split(): # 순회  if i.lower() not in stopwords.words('english'): # 소문자로 변환한 단어가 불용어가 아니면  new\_string.append(i.lower()) # 문자 단위로 추가  new\_string = ' '.join(new\_string) # 공백 단위로 묶기   return new\_string # ❶ 반환  data['text'] = data['text'].apply(stop\_words) # ❷ 텍스트에 stop\_words 함수 적용 data['text'] |
| --- |

0 go jurong point crazy available bugis n great ...

1 ok lar joking wif u oni

2 free entry 2 wkly comp win fa cup final tkts 2...

3 u dun say early hor u c already say

4 nah dont think goes usf lives around though

...

5569 2nd time tried 2 contact u u £750 pound prize ...

5570 ü b going esplanade fr home

5571 pity mood soany suggestions

5572 guy bitching acted like id interested buying s...

5573 rofl true name

Name: text, Length: 5574, dtype: object

원하는 대로 출력되었군요.

sample\_string을 x로 변경하고, ❶ 최종 변경된 new\_string을 반환합니다. 그리고 ❷ data['text']에 반영합니다.

## 7.5 전처리 : 목표 컬럼 형태 변경하기

이번 예제에서 목표 컬럼은 문자(spam과 ham)입니다. 문자 형식의 데이터도 모델링에 에러를 유발하지는 않지만, 때에 따라 해석에 문제가 생길 수도 있기 때문에 숫자로 변환하겠습니다. 변환에는 map() 함수를 사용합니다.

<함수/>

| **이름** | **설명** |
| --- | --- |
| map() | map() 함수는 딕셔너리 타입의 데이터를 사용하여 매칭되는 값을 불러오도록 사용할 수 있습니다.  <코드/>  sample1 = pd.Series(['a','b','c']) # ❶ 시리즈 생성  sample1.map({'a': 'apple', 'b':'banana','c':'cherry'}) # ❷ 키의 값 출력  0 apple  1 banana  2 cherry  </>  <출력 결과/>  dtype: object  </>  ❶ a,b,c를 판다스 시리즈 형태로 저장합니다.  ❷ map() 함수가 딕셔너리 {'a': 'apple', 'b':'banana','c':'cherry'}에서 a,b,c 각각의 키에 매칭되는 값들을 불러옵니다.  또한 apply() 함수처럼 다른 함수를 적용시키는데에 사용할 수도 있습니다.  <코드/>  sample2 = pd.Series(['a','b','c']) # ❸ 시리즈 생성  def add\_i(x): # ❹ 사용자 지정 함수  return x+'i' # ‘i’ 추가  sample2.map(add\_i) # ❺ ‘i’를 추가하는 함수 호출  0 ai  1 bi  2 ci  <코드/>  <출력결과/>  dtype: object  </>  ❸ a,b,c를 판다스 시리즈 형태로 저장합니다.  ❹ 각 문자에 i가 추가되는 함수를 만들었습니다.  ❺ map을 사용하여 판다스 시리즈에 add\_i 함수를 적용시켰습니다. |

</>

스팸이면 1, 아니면 0으로 변환합시다.

| data['target'] = data['target'].map({'spam':1, 'ham':0}) # ❶ 텍스트를 숫자로 변환  data['target'] # 출력 |
| --- |

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8nAwAI8AL4r01o1wAAAABJRU5ErkJggg==)

❶ map() 함수 인수로 딕셔너리 형태로 매핑할 값을 정의해 넣어주었습니다. ❷ 출력을 보니 0과 1로 제대로 변경되었습니다.

## 7.6 전처리 : 카운트 기반으로 벡터화하기

카운트 기반 벡터화[[1]](#footnote-0)는 말 그대로 문자를 개수 기반으로 벡터화하는 방식입니다. 데이터 전체에 존재하는 모든 단어들을 사전처럼 모은 뒤에 인덱스를 부여하고, 문장마다 속한 단어가 있는 인덱스를 카운트하는 겁니다.

예를 들어 다음과 같은 데이터가 있다고 합시다.

<그림>

▽ 카운트 기반 벡터화 과정

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8rAwAI6AL0c268QAAAAABJRU5ErkJggg==)

</>

이제부터 카운트 기반 벡터화 기법을 코딩로 구현해봅시다. text와 target 컬럼을 x, y라는 이름으로 저장합니다.

| x = data['text'] # 독립변수 y = data['target'] # 종속변수 |
| --- |

벡터화에 사용할 CountVectorizer를 임포트합니다.

| from sklearn.feature\_extraction.text import CountVectorizer |
| --- |

CountVectorizer 사용 방법은 scaling과 상당히 유사합니다. 임의의 이름으로 해당 모듈 속성을 부여하고, fit()으로 학습하며 transform()으로 변환합니다.

우선 fit()으로 학습을 진행합시다.

| cv = CountVectorizer() # 객체 생성 cv.fit(x) # ❶ 학습하기  cv.vocabulary\_ # ❷ 단어와 인덱스 출력 |
| --- |

{'go': 3791,

'jurong': 4687,

'point': 6433,

'crazy': 2497,

'available': 1414,

'bugis': 1881,

'great': 3888,

'world': 9184,

'la': 4847,

'buffet': 1879,

'cine': 2214,

'got': 3848,

'amore': 1181,

'wat': 8947,

'ok': 5995,

'lar': 4886,

'joking': 4655,

'wif': 9079,

'oni': 6027,

'free': 3577,

... 생략 ...

❶ fit()으로 x를 학습한 결과를 cv 객체(모델)에 저장합니다. ❷ cv 뒤에 vocabulary\_를 쓰면 객체에 들어 있는 모든 단어에 대한 인덱스를 볼 수 있습니다. 여기서 인덱스는 큰 의미가 없는 일종의 id와 같은 역할입니다.

그럼 이제 학습된 cv의 transform() 함수로 데이터 x를 변환하고 결과를 확인하겠습니다.

| x = cv.transform(x) # 트랜스폼 print(x) # 이 데이터는 print를 사용해야 아래와 같은 결과물이 보입니다. |
| --- |

(0, 1181) 1

(0, 1414) 1

(0, 1879) 1

(0, 1881) 1

(0, 2214) 1

(0, 2497) 1

(0, 3791) 1

(0, 3848) 1

(0, 3888) 1

(0, 4687) 1

(0, 4847) 1

(0, 6433) 1

(0, 8947) 1

(0, 9184) 1

(1, 4655) 1

(1, 4886) 1

(1, 5995) 1

(1, 6027) 1

(1, 9079) 1

(2, 71) 1

(2, 441) 1

(2, 454) 1

(2, 875) 1

(2, 1267) 1

(2, 2330) 1

... 생략 ...

다소 이해하기 힘든 출력 형태네요, 첫 번째 줄의 데이터를 예로 들어 구체적으로 알아보겠습니다.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8XAwAI8gL5c60pfQAAAABJRU5ErkJggg==)

❶ 첫 번째 숫자인 0은 우리가 변환시킨 데이터의 행(row) 번호입니다. 0번째 줄 데이터라는 의미입니다. ❷ 뒤에 있는 숫자는 단어의 인덱스값이고, ❸ 마지막 1은 해당 단어가 1번 등장했다는 의미입니다. 따라서 ‘0번째 행 데이터에는 인덱스가 1181인 단어가 한 번 등장한다’로 해석하면 됩니다. 실제로 0번째 행의 데이터를 확인해봅시다.

| data.loc[0]['text'] # 0번째 행의 ‘text’ 열의 값 선택 |
| --- |

'go jurong point crazy available bugis n great world la e buffet cine got amore wat'

정말 그런지 앞의 세 단어 go, jurong, point만 확인해볼게요. cv.vocabulary\_는 딕셔너리 형태였기 때문에, 다음과 같은 코드로 인덱스값을 출력하면 됩니다.

| print(cv.vocabulary\_['go']) # 인덱스 출력 print(cv.vocabulary\_['jurong']) # 인덱스 출력 print(cv.vocabulary\_['point']) # 인덱스 출력 |
| --- |

3791

4687

6433

<note/>

앞의 코드에서 굳이 print() 함수를 사용하지 않아도 됩니다. 그럼에도 사용한 이유는 이 책의 실습을 주피터 노트북에서 진행하기 때문입니다. 주피터 노트북에서 한 셀에 여러 줄을 출력하려면 print()를 써주셔야 합니다. 그러지 않으면 마지막 한 줄에 대한 결괏값만 출력합니다. print() 함수를 쓰지 않으려면 출력 단위(앞의 코드에서는 한 줄)로 실행해야 합니다.

</>

go의 인덱스는 3791, jurong은 4687, point는 6433입니다. 이 숫자이 문장(X 출력 결과)에서 한 번씩만 출연해야겠죠? 정말 그런지 확인해볼까요?

(0, 1181) 1

(0, 1414) 1

(0, 1879) 1

(0, 1881) 1

(0, 2214) 1

(0, 2497) 1

(0, 3791) 1 ← go

(0, 3848) 1

(0, 3888) 1

(0, 4687) 1 ← jurong

(0, 4847) 1

(0, 6433) 1 ← point

(0, 8947) 1

(0, 9184) 1

(1, 4655) 1

(1, 4886) 1

(1, 5995) 1

(1, 6027) 1

(1, 9079) 1

(2, 71) 1

(2, 441) 1

(2, 454) 1

(2, 875) 1

(2, 1267) 1

(2, 2330) 1

... 생략 ...

샘플로 3개 단어만 확인했습니다. 그외 단어를 확인해도 결과는 일치할 겁니다. 문자를 이런 식의 형태로 변환시키는 방법을 카운트 기반 벡터화(CounterVectorize)라고 합니다.

## 7.7 모델링 및 예측/평가하기

모델링에 앞서 훈련셋과 시험셋으로 나누어주겠습니다. 카운트 기반 벡터화 과정에서 X와 y로 데이터를 나누어주었으니 이를 활용하여 train\_test\_split() 함수로 독립변수/종속변수에 대한 훈련셋/시험셋 분할을 진행하겠습니다.

| from sklearn.model\_selection import train\_test\_split # 임포트 x\_train, x\_test, y\_train, y\_test = train\_test\_split(x, y, test\_size = 0.2, random\_state = 100) # 학습셋, 시험셋 분할 |
| --- |

나이브 베이즈 알고리즘으로 MultinomialNB 모듈을 사용합니다. 역시 sklearn 라이브러리에서 불러올 수 있습니다.

<note/>

**MultinomialNB 모듈**

다항 분포에 대한 Naive Bayes 알고리즘입니다. 다항 분포Multinomial 외에 정규 분포Gaussian, 베르누이분포Bernoulli에 따른 NB 모듈이 있으며, 데이터 분포의 특성을 명확히 파악하기 어렵다면 이 세 가지 모듈을 모두 사용하여 가장 결과가 좋은 모델을 선택하시면 됩니다.

</>

| from sklearn.naive\_bayes import MultinomialNB |
| --- |

사용 방법은 다른 모델링 방법과 같습니다. fit()으로 학습하고 predict()로 예측하면 됩니다.

| model = MultinomialNB() # 모델 객체 생성 model.fit(x\_train, y\_train) # 학습 pred = model.predict(x\_test) # 예측 |
| --- |

예측 결과를 평가에 accuracy\_score와 함께, 이번에는 confusion\_matrix 모듈도 사용하겠습니다. confusion\_matrix는 실제값과 예측값을 비교하여 매트릭스 형태로 표현하는 모듈입니다.

<note/>

**confusion\_matrix 모듈**

행을 실제값 0과1, 열을 예측값 0과 1로 두어 2 X 2 매트릭스를 만듭니다. 이를 통해 실젯값이 0인데 예측값고 0인 경우, 실젯값은 0인데 예측값은 1인 경우, 실젯값도 1이고 예측값고 1인 경우, 실젯값은 1이나 예측값은 0인 4가지 경우를 한눈에 파악할 수 있습니다.

accuracy\_score()와 같이 실젯값, 예측값을 순서대로 넣어주면 됩니다.

<코드/>

confusion\_matrix(실제값, 예측값)

</>

</>

둘다 같은 라이브러리에 있으므로 아래 코드로 한 번에 임포트합니다.

| from sklearn.metrics import accuracy\_score, confusion\_matrix |
| --- |

정확도부터 확인하겠습니다.

| accuracy\_score(y\_test, pred) # 정확도 계산 |
| --- |

0.9856502242152466

약 98.9%로 아주 높은 예측률을 보여줍니다. 다음으로 confusion\_matrix를 사용하겠습니다.

| print(confusion\_matrix(y\_test, pred)) # 혼동행렬 출력 |
| --- |

[[965 12]

[ 4 134]]

더 깔끔한 결과물을 얻고자 print()를 함께 사용했습니다.

confusion\_matrix는 실제값과 예측값들이 각각 어떻게 분포되었는지를 행렬로 나타냅니다. 이를 혼동 행렬confusion matrix이라고 부릅니다. 각 셀은 다음과 같은 기준으로 분류됩니다.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8PAwAI9gL7zpsyJAAAAABJRU5ErkJggg==)

❶ 실제값이 0이고 예측값도 0인 경우는 965건, ➍ 실제값이 1이고 예측값도 1인 경우는 134건입니다. 배경에 음영이 있는 영역이 정확한 예측에 해당합니다. 그리고 ❸ 1인데 0으로 잘못 예측된 경우는 4건, 반대로 ❷ 실제값은 0인데 1로 잘못 예측된 경우는 12건입니다. 흰색 배경 영역이 잘못된 예측입니다.

confusion\_matrix의 출력 결과에 어느 쪽이 0이고 1인지 별도의 레이블이 달려있지 않아 헷갈린다면, heatmap을 사용함으로써 살펴볼 수 있습니다.

| sns.heatmap(confusion\_matrix(y\_test, pred), annot=True, fmt='.0f') # ❶ 혼동행렬 히트맵 |
| --- |

![](data:image/png;base64,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)

❶ fmt 매개변수는 히트맵 안의 숫자가 표시되는 형식을 정의합니다. .0f는 소수점 이하 없이, .2f를 쓰면 소수점 둘째 자리까지 보여줍니다. 경우에 따라 해당 매개변수가 없을 시 과학적 표기법으로 나타날 수 있으니 필요할 때 설정해주면 되겠습니다.

이 매트릭스의 값들을 단순 산술해도 정확도를 구할 수 있습니다. 정확도 수식은 다음과 같습니다.
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이수식을 적용해보겠습니다.
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예상대로 accuracy\_score 계산 결과와 같은 수치입니다. 즉, 혼동 행렬은 정확도보다 더 많은 정보를 제공합니다. 각 셀에 부여된 명칭이 있을 정도로 중요한 지표입니다.

▽ 혼동 행렬

|  |  | 예측값 | |
| --- | --- | --- | --- |
|  |  | 0 | 1 |
| 실제값 | 0 | True Negative (TN)  음성을 음성으로 판단 | False Positive  (FP)  음성을 양성으로 판단 |
| 1 | False Negative  (FN)  양성을 음성으로 판단 | True Positive  (TP)  양성을 양성으로 판단 |

명칭은 참/거짓True/False와 양성/음성Positive/Negative의 조합으로 이루어졌는데, 우선 참/거짓은 정확한 예측 영익인지 잘못된 예측 영역인지에 따라 나뉩니다. 정확한 예측은 참, 잘못된 예측은 거짓입니다. 양성과 음성은 예측값을 기준으로 나뉩니다. 예측값이 1이면 양성, 0이면 음성입니다. 이 프로젝트에서는 Spam이면 양성인 1이 됩니다. 양성/음성은 예측값 기준으로 결정됩니다. 혼동하지 않도록 합시다.

False는 하나의 별칭이 더 있습니다.

| 구분 | | 예측 결과 | |
| --- | --- | --- | --- |
| 음성 | 양성 |
| 실제 정답 | 음성 | 정확함  (Correct) | 1종 오류  (Type 1 Error) |
| 양성 | 2종 오류  (Type 2 Error) | 정확함  (Correct) |

잘못된 예측된 두 영역을 오류Error라고 부릅니다. 거짓 양성은 1종 오류Type1 Error, 거짓 음성은 2종 오류Type2 Error입니다. ‘양성 1종, 음성 2종’으로 외우시면 편합니다.

<용어/>

**1종 오류(Type 1 Error)**

실제 음성인 것을 양성으로 예측하는 오류. False Positive

</>

<용어/>

**2종 오류(Type 2 Error)**

실제 양성인 것을 음성으로 예측하는 오류. False Negative

</>

1종, 2종 오류는 성격이 다른 오류이고, 때에 따라서는 둘 중 한쪽이 더 중요합니다. 예를 들어서 암 진단 예측 모델을 만들었다고 가정해봅시다. 진단에서 1종 오류는 ‘실제 암이 아닌데 암에 걸렸다고 진단한 경우’입니다. 2종 에러는 ‘실제 암에 걸렸는데 아니라고 진단한 경우’입니다. 1종 오류에서는 추가 진단이나 치료 과정으로 곧 암이 아님을 알게 될 테니 큰 문제는 아닙니다. 반면 2종 오류는 환자가 암에 걸린 사실을 모르고 지내면서 병이 악화될 겁니다. 심지어 치료 시기까지 놓칠 수도 있습니다. 이런 경우는 2종 오류가 훨씬 중요합니다.
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그렇다면 스팸 문자에서는 어떨까요? 기획 의도에 따라 결정됩니다. 1종 오류에서는 스팸이 아닌데 스팸으로 분류된 경우입니다. 스팸이 아닌 중요 문자가 필터링될 수 있는 거죠. 2종 오류는 스팸인데 스팸이 아니라고 잘못 분류한 경우입니다. 스팸을 받게는 되겠지만 중요한 문자가 차단될 확률은 낮아질 겁니다.

여기에서 한걸음 더 나아가면 재현율Recall, 정밀도Precision, F-1 점수F1 score와 AUCArea Under Curve(곡선 아래 면적) 등의 개념이 등장하는데, 이는 10장(재현율, 정밀도, F-1 점수), 11장(AUC)에서 다루겠습니다.

## 7.8 이해하기 : 나이브 베이즈 모델

나이브 베이즈 알고리즘의 근간은 베이즈 정리입니다. 따라서 나이브 베이즈 알고리즘을 이해하려면 조건부확률을 구하는 베이즈 정리를 이해해야만 합니다. 수식부터 알아보겠습니다.

P는 확률을 뜻합니다. 즉, P(A)는 A가 발생할 확률입니다. |는 조건부 확률 기호입니다. P(A|B)는 B가 발생했을 때 A가 발생할 확률을 말합니다. 이제 각 항목에 대해 자세한 설명을 하겠습니다.

* : 사후확률입니다. B가 발생했을 때, A가 발생할 확률인데, 스팸문자의 예를 적용하면 B라는 특정 단어가 등장했을 때 A가 스팸일 확률입니다.
* : 사전확률입니다. B의 발생유무와 관련 없이 기본적으로 A가 발생할 확률로서, 여기서는 전체 문자 중 스팸문자의 비율이 되겠습니다.
* : 우도Likelihood 혹은 가능도라고도 부릅니다. A가 발생했을 때, B가 발생할 확률로, 여기서는 스팸 메일인 경우 B라는 특정 단어가 들어 있을 확률입니다.
* : 전체에서 B가 발생할 확률로, 전체 문자에서 B라는 특정 단어가 들어 있을 확률입니다.

<용어/>

**사후확률**

사건 A와 B가 있을 때, 사건 A가 발생한 상황에서 사건 B가 발생할 확률

</>

<용어/>

**사전확률**

위의 예에서, 사건 A와 상관없이 사건 B가 발생할 확률

</>

<용어/>

**베이즈 정리**

두 확률 변수의 사전확률과 사후확률 사이의 관계를 나타내는 정리로, 사후확률을 구할 때 쓰임

</>
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혹시나 위의 설명이 잘 이해가 되지 않는다고 해도 괜찮습니다. 이번에는 그림으로 다시 한 번 살펴보겠습니다.
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이 예시에서는 전체 문자 중 스팸이 70%입니다. 파란색 영역이 특정 단어 X가 포함된 경우입니다(❶+❷). 스팸에 X가 포함된 경우는 50%, 햄에 X가 포함된 경우는 10%입니다. 최종적으로 ‘특정 단어 X가 있을 때 스팸일 확률’을 구해야 합니다. 바로 파란 영역 전체 중 빗금친 파란 영역의 비율인 거죠. 그림으로 보니 굉장히 단순하군요.

파란 영역은 전체에서 특정 단어 X가 들어 있는 경우이므로, 수식에서 P(B)에 해당합니다(❶+❷). 그래서 수식의 분모 부분에 들어 있습니다. 이제 수식의 분자 부분인 빗금친 파란 영역의 크기(❶)를 계산해야 하는데, 이 또한 매우 단순합니다. 전체에서 스팸인 경우가 30%이고, 그중 B가 들어 있는 경우가 50%이므로, 0.3ｘ0.5로 구할 수 있습니다. 여기에서 0.3이 바로 P(A)가 되며, 0.5가 P(B|A)가 됩니다.

정리하면

* 스팸인 경우 : P(A) = = 0.3
* 스팸 중 특정 단어 X가 들어있는 경우 : P(B|A) = = 0.5
* 전체 중 특정 단어 X가 들어있는 경우 : P(B) = = (0.3 X 0.5) + (0.7 X 0.1) = 0.22

입니다. 앞의 그림을 이해했다면, 앞서 설명한 조건부확률을 구하는 베이즈 정리 수식이 쉽게 이해될 겁니다.

<수식에 따른 계산 결과>
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## 학습 마무리

#### 되짚어보기

7.1 스팸 문자를 구분하는 모델을 만듭니다.

7.2 판다스, 넘파이, 맷플롯립, 시본 라이브러리를 임포트했습니다. 프로젝트에 쓸 예제 데이터셋을 불러옵니다.

7.3 문자 메시지에 있는 마침표, 느낌표 등의 특수 기호를 제거했습니다.

7.4 예측에 변별력이 없을 것으로 보이는 불용어를 제거했습니다.

7.5 문자형(spam과 ham) 종속변수를 숫자(1과 0)로 변경했습니다.

7.6 컴퓨터가 쉽게 이해할 수 있도록, 문장을 각 단어의 카운트 기반으로 벡터화했습니다.

7.7 나이브 베이즈 분류기를 사용하여 모델링한 결과, 98.9%의 높은 정확도를 얻었습니다.
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#### 과제

스팸 메일 데이터셋을 나이브 베이즈 분류로 학습해 스팸을 예측해보았습니다. 베이즈 정리의 확실한 이해를 위하여 위의 설명 내용을 직접 손으로 풀어봅시다. MultinomialNB() 대신 GaussianNB(), BernoulliNB(binarize=True)를 사용하여 모델링해보고 결과를 비교해봅시다.

#### 핵심 용어 정리

1. **나이브 베이즈 분류기** : 조건부확률을 기반으로 하는 모델로, 자연어와 같이 변수의 개수가 많을 때 유용합니다.
2. **1종 오류**(Type 1 Error, False Positive) : 실제 음성인 것을 양성으로 예측하는 오류입니다.
3. **2종 오류**(Type 2 Error, False Negative) : 실제 양성인 것을 음성으로 예측하는 오류입니다.
4. **사후확률** : 사건 A와 B가 있을 때, 사건 A가 발생한 상황에서 사건 B가 발생할 확률입니다.
5. **사전확률** : 위의 예에서, 사건 A와 상관없이 사건 B가 발생할 확률입니다.
6. **베이즈 정리** : 두 확률 변수의 사전확률과 사후확률 사이의 관계를 나타내는 정리로, 사후확률을 구할 때 쓰입니다.

#### 새로운 함수와 라이브러리

* **string.punctuation** : 특수기호 목록 출력
* **sklearn.naive\_bayes.MultinomialNB()** : 다항분포 나이브베이즈 알고리즘
* **nltk.corpus.stopwords** : 불용어 목록
* **sklearn.feature\_extraction.text.CountVectorizer()** : 카운트 기반 벡터화 알고리즘
* **sklearn.metrics.confusion\_matrix()** : 혼동 행렬
* **CountVectorizer객체.vocabulary**\_ : 벡터화 객체에서 단어와 인덱스 확인

## 연습문제

1. 자연어 처리에서 의미 없이 빈번하게 발생하는 단어를 의미하는 것은?

① 불용어

② 특수기호

③ 벡터

④ 인덱스

2. 자연어로 된 문장을 머신러닝 알고리즘이 받아들일 수 있도록, 각 단어와 출현 빈도로 정리하는 함수는?

① get\_dummies()

② CountVectorizer()

③ StandardScaler()

④ value\_counts()

3. 다음 혼동행렬에 대한 해석으로 옳지 않은 것은?

|  |  | 예측값 | |
| --- | --- | --- | --- |
|  |  | 0 | 1 |
| 실제값 | 0 | 64 | 3 |
| 1 | 16 | 17 |

① 정확도는 81%이다.

② 1종 오류에 해당하는 것은 총 3건이다.

③ 양성을 양성으로 예측한 경우는 총 17건이다.

④ False Negative는 총 64건이다.

4. 다음 중 나이브 베이즈 알고리즘을 가장 잘 설명한 것은?

① 조건부 확률을 기반으로 한 알고리즘으로, 사전확률과 사후확률을 활용한다.

② 독립변수와 종속변수의 선형관계를 전제로 한다.

③ 독립변수의 개수가 적을 때 잘 작동하는 알고리즘이다.

④ 독립변수 간의 상관관계가 강하게 나타날 때도 잘 작동한다.

#### 정답 및 해설

1. 1

① 불용어

2. 2

① get\_dummies() ← 더미 변수로 변환하는 함수입니다.

② CountVectorizer() ← 단어를 인덱스와 출현 빈도로 벡터화하는 함수입니다.

③ StandardScaler() ← 표준화 스케일링을 위한 함수입니다.

④ value\_counts() ← 변수 내 고윳값 별 출현 횟수를 확인하는 함수입니다.

3. 4

④ False Negative는 총 64건이다. ← False Negative는 실제값 1, 예측값 0 에 해당하는 부분으로 총 16건입니다.

4. 1

① 조건부 확률을 기반으로 한 알고리즘으로 사전확률과 사후확률을 활용한다.

② 독립변수와 종속변수의 선형관계를 전제로 한다. ← 선형회귀, 로지스틱 회귀에 해당하는 설명입니다.

③ 독립변수의 개수가 적을 때 잘 작동하는 알고리즘이다. ← 독립변수의 개수가 많을 때 상대적으로 더 잘 작동합니다.

④ 독립변수 간의 상관관계가 강하게 나타날 때도 잘 작동한다. ← 독립변수 간의 상관관계가 없음을 전제로 하는 알고리즘입니다.

1. CountVectorizer. Bag of words(BOW)라고도 합니다. [↑](#footnote-ref-0)